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Multi Hybrid
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Business quality attribute

Availability Interoperability Performance Modifiability Recoverability
Scalability Maintainability Reliability Testability Portability
Agility Manageability Security Deployability Billability (Pay per

efficiency)



Portability Billability Modifiability

Effort it takes to change a system build on...

Effort it takes to realize... How much effort does it take to move it to another platform . u
A . I b : It How cost efficient is the platform.
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laaS Containers Fabric Foundry PaaS Serverless Saa$ laas Containers —e S PaaS Serverless Saas laas Containers Fabiric Foundry PaaS Serverless SeaS laaS Containers Fabric S PaaS Serverless Saas
Hosts are in place Hosts are in place

Hosts are in place Hosts are in place
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Enterprise Cloud Strategy

1000+ employees

Single public
9%
Multi-Cloud
Single private | 81 %
4%
No plans
5%

Source: RightScale 2018 State of the Cloud Report

Multiple private
10%

Multiple public
21%

Hybrid cloud
51%
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Multi: More than 1







Reasons for multi and/or hybrid Cloud platform

Lock-In
Capability
Risk
Costs



cloud

Multi Hybrid Cloud
usages
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Local

Extending the local resources, the local network to
the public cloud, the resources in the cloud are
becoming part of the local network and are
maintained as the same
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Multi Hybrid Cloud
usages

New
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5‘ | L; | 'Old” functionality and capabilities are staying
untouched on the local platform, new business
capabilities are implemented in the cloud.
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Microsoft Azure
Site Recovery

&

Data is synchronlzed. ov§r multlple OneDrive
platforms; synchronization is taken care

by the tools.
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Data loT  Machine

Data is synchronized over multiple

platforms; synchronization is taken care

by the tools.

Compute resources can exist on all
platforms and move from one platform
to another.


https://www.google.com/imgres?imgurl=https%3A%2F%2Fwww.accellion.com%2Fwp-content%2Fuploads%2F2018%2F08%2Fintegration-cloud-storage-compliance-onedrive.png&imgrefurl=https%3A%2F%2Fwww.accellion.com%2Fplatform%2Fintegration%2Fonedrive-compliance%2F&docid=r1ww3oUrYxp4sM&tbnid=NntW3mMmdVp32M%3A&vet=10ahUKEwiKjqa3yeXiAhXBY1AKHZV8BFgQMwiCASgEMAQ..i&w=720&h=720&bih=899&biw=1504&q=onedrive&ved=0ahUKEwiKjqa3yeXiAhXBY1AKHZV8BFgQMwiCASgEMAQ&iact=mrc&uact=8
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https://www.google.com/imgres?imgurl=https%3A%2F%2Fd1.awsstatic.com%2FPAC%2Fkuberneteslogo.eabc6359f48c8e30b7a138c18177f3fd39338e05.png&imgrefurl=https%3A%2F%2Faws.amazon.com%2Fkubernetes%2F&docid=ISQaM8TKn-dhOM&tbnid=xJVjOll98aoOeM%3A&vet=10ahUKEwir1u_9yuXiAhWM2hQKHfdwCncQMwhcKAkwCQ..i&w=240&h=182&bih=899&biw=1504&q=kubernetes&ved=0ahUKEwir1u_9yuXiAhWM2hQKHfdwCncQMwhcKAkwCQ&iact=mrc&uact=8
https://www.google.com/imgres?imgurl=https%3A%2F%2Fd1.awsstatic.com%2FPAC%2Fkuberneteslogo.eabc6359f48c8e30b7a138c18177f3fd39338e05.png&imgrefurl=https%3A%2F%2Faws.amazon.com%2Fkubernetes%2F&docid=ISQaM8TKn-dhOM&tbnid=xJVjOll98aoOeM%3A&vet=10ahUKEwir1u_9yuXiAhWM2hQKHfdwCncQMwhcKAkwCQ..i&w=240&h=182&bih=899&biw=1504&q=kubernetes&ved=0ahUKEwir1u_9yuXiAhWM2hQKHfdwCncQMwhcKAkwCQ&iact=mrc&uact=8

AWS Azure

Multi Hybrid Cloud

Azure IBM Public IBM Public

Vendors

IBM Cloud Private IBM Cloud Private
Azure Stack Outposts OpenShift OpenShift Outposts Azure Stack




Multiple platforms will impact IT processes and tools.

Centralization and standardization of monitoring, management and processes is needed.



Service Management
Platform

System Management (CMP for Cloud)
Platform
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DevOps Management
Platform
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VIEW

a Cloud Management Platform (CMP) can be complex

A cloud-agnostic standalone software solution that
automates cloud application and infrastructure service
delivery, operations, and governance across multiple
cloud platforms.
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Sogeti CloudBoost Library Sogeti CloudBoost Library

Standardization on Guidelines, Practices and Patterns

Hi, Welcome..! Hi, Welcome..!

Completely new to the CloudBoost Library, read about the concept. Completely new to the CloudBoost Library, read about the concept.

To use the CloudBoost library for your praoject you can clone the Git repo, make a Git Submodule, a branch or take the To use the CloudBoost library for your praject you can clone the Git repo, make a Git Submodule, a branch or take the

templates from the package manager. To start working with the templates we advice to setup a Development templates from the package manager. To start working with the templates we advice to setup a Development

environment with Git. environment with Git.

The CloudBoost library is an Sogeti internal Open-Source project (InnerSource), contributing back is important. Please The CloudBoost library is an Sogeti internal Open-Source project (InnerSource), contributing back is important. Please

go through the Contribute Guidelines page to understand how to start contributing to CloudBoost library. You would go through the Contribute Guidelines page to understand how to start contributing to CloudBoost library. You would

need to setup a development environment for work with the documentation which would help you to contribute easily. need to setup a development environment for work with the documentation which would help you to contribute easily.

Be aware that the GIT Repo with the templates is Sogeti intellectual property, don’t share it outside Sogeti. Be aware that the GIT Repo with the templates is Sogeti intellectual property, don't share it outside Sogeti.

You can request access to the underlying GIT Repo & (in Azure DevOps) with the templates at the Cloudboost You can request access to the underlying GIT Repo 3 (in Azure DevOps) with the templates at the Cloudboost

Guardians via CloudBoost.in@Sogeti.com. Guardians via CloudBoost.in@Sogeti.com.

It is important to set the Partner Admin Link for account and service principal which are creating resources It is important to set the Partner Admin Link for account and service principal which are creating resources

on Azure, see Partner Admin Link on Azure, see Partner Admin Link

Index Index

« The CloudBoost Library

= Landing zones

= The CloudBoost Library

= Landing zones
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